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Abstract

Dempster–Shafer (D‐S) evidence theory is invaluable in
the domain of multisource information fusion for

handing uncertainty problems. However, there may be

counter‐intuitive phenomenon when facing highly

conflicting information. In this paper, a novel symmet-

ric enhanced belief χ2 divergence measure, called

SEBχ2, is proposed to measure the discrepancy

between basic probability assignments (BPAs). The

SEBχ2 divergence consider the features of BPAs as the

influence of both single‐element subsets and multi-

element subsets is taken into account. Furthermore,

the SEBχ2 divergence is proven to be symmetric,

nonnegative and nondegenerate, which are desirable

properties for conflict management. Then, a new

algorithm for multisource information fusion based

on the SEBχ2 divergence measure is derived. Finally,

an application for pattern classification is used to

illustrate the superiority of the proposed SEBχ2

divergence measure‐based fusion method over other

existing well‐known and recent related works with a

better classification accuracy of 94.39%.
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1 | INTRODUCTION

Multisource information fusion is an invaluable method used to combine the different
information and generate a synthetic inference.1 Therefore, multisource information fusion can
be applied to a variety of areas, such as data deduplication,2 intelligence analysis,3 medical
diagnosis,4 picture fuzzy set,5 reliability evaluation,6,7 decision‐making,8–11 representation
learning,12 complex event processing,13 and so on.14–16 However, there is a challenge in
multisource information fusion field that uncertain or even false results may be got when the
data is interfered.17 To address this problem, multisource information fusion uncertainty
processing is necessary. Because it is a method to extract useful information. Then scholars are
able to use this information to obtain reasonable results. In this case, a number of famous
theories have been proposed for handing uncertain information,18,19 such as fuzzy set
theory,20–22 N‐soft,23 d‐number,24 entropy‐based,25 and so on.26–29

In this paper, it is considered that D‐S evidence theory provides an effective and flexible way
to deal uncertainty problems; hence, this study focuses on uncertain multisource information
fusion based on Dempster–Shafer (D‐S) evidence theory.30 Specially, the BPA can express the
uncertainty by means of both singleton sets and multielement sets of an object.31 In addition,
with the law of associative and commutative, Dempster's rule of combination flexibly provides
uncertainty reasoning to better support decision‐making. Hence, D‐S evidence theory is widely
applied in the fields of target recognition,32 output control,33 pattern classification,34 decision‐
making,35 and so on.36,37 Nevertheless, how to manage the highly conflicting evidence remains
an open issue, since counterintuitive outcomes may be generated in such kind of situation. To
solve this issue, a substantial amount of works have been done by modifying Dempster's
combine rule or processing the body of evidence before information fusion.38,39 In this paper,
preprocessing the body evidence is taken into account to address problems of conflicting
evidence. Studying some well‐known works in the field of preprocessing of the body of
evidence, it is noticed that scholars investigated the problem of conflicting evidence
from different aspects, including distance, divergence measure, correlation coefficient, etc.
Specifically, Han et al.40 proposed a distance measure to represent the degree of dissimilarity
between bodies of conflicting evidence.41 Deng et al.42 managed conflicting evidence based on
correlation coefficient. Wang et al.43 proposed a novel divergence measure to consider the
discrepancy between evidence. More recently, Gao and Xiao44 studied the conflict management
problem based on a generalized χ2 divergence. However, there is still a limitation.

Then main motivation of this study lies in the following points:

• In [44], the correlationship between BPAs was neglected, which means that it is supposed to
take into consideration in RBχ2.

• It is important to improve and enhance the performance of the D‐S evidence‐based fusion
system. Hence, a novel algorithm should be proposed to get the weight of each evidence
through the degree of divergence.

However, there are still several challenges in this study:

• It is a challenge to consider features of BPAs for constructing a generalized χ2 divergence to
better measure conflict among evidence.

• It is difficult to build a more efficient information fusion algorithm to improve fusion
performance.
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To address above challenges, a novel symmetrical enhanced belief χ2 divergence
measure, called SEBχ2 divergence is proposed. Then, the discrepancy between two BPAs
can be quantitatively figured out with SEBχ2 divergence. Besides, SEBχ2 divergence
satisfies the properties of nonnegativeness, nondegeneracy and symmetry. Next, a new
algorithm is derived for multisource information fusion by means of SEBχ2 divergence.
Through studying several examples, it demonstrates that the SEBχ2 divergence measure
can well distinguish the conflicts between BPAs. Furthermore, an application shows that
SEBχ2 divergence‐based multisource information fusion can effectively handle a real‐word
pattern classification problem.

Main contributions of this study lie in the following points:

• The proposed SEBχ2 divergence measure satisfies the properties of nonnegativeness,
nondegeneracy and symmetry. In particular, the SEBχ2 divergence considers the discrepancy
and correlationship between belief functions to measure the divergence in evidence theory.

• A new algorithm of D‐S evidence‐based multisource information fusion is derived relied on
SEBχ2 divergence measure. Besides, this algorithm has good performance to manage
conflicting evidence.

• An application in pattern classification is put forward with the new algorithm of SEBχ2

divergence‐based multisource information fusion, which has more accurate results than the
well‐known works. In this case, the new algorithm can lead to more reasoning results.

This paper is organized as follows. Section 2 makes a review of the related works. In
Section 3, the preliminaries of this study are briefly introduced. In Section 4, a novel divergence
measure is proposed and some examples of comparative analysis are put forward. In Section 5,
an algorithm of multisource information fusion is derived relied on the SEBχ2 divergence
measure. In Section 6, an application of pattern classification is put forward to test the
superiority of new algorithm of SEBχ2 divergence‐based multisource information fusion by
comparing with several well‐known works, and some data is analyzed. Section 7 concludes this
study.

2 | LITERATURE REVIEW

Multisource information fusion is a powerful technique that can fuse diverse information
to obtain a comprehensive evaluation. Nevertheless, there is a challenge when facing the
uncertain and conflicting information. Though DS evidence theory is an excellent method
to handle uncertainty problems, it may lead to counter‐intuitive results when facing highly
conflict evidence. To manage the highly conflict evidence, scholars have proposed a variety
of approaches, which can be divided into two main categories. One is to modify the
combination rule of Dempster. Another is to modify the evidence before fusion them.

As for the modification of fusion rules, there are several well‐known works. For
example, Yager45 thought the conflicting parts of evidence are invalid. So, Yager proposed
a method to reassign the conflicting parts of evidence to unknown space. However, Yager's
fusion method does not work well when there are more information sources. Moreover
there is a serious problem that these modifications make the fusion rules lose the property
of commutativity and associativity, which are incompatible with the basic rules. In
addition, it is inappropriate to deliberately change the combination rule when there is a
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realistic conflict in evidence and lead to counter‐intuitive results. So, the modification of
evidence is taken into consideration.46

As for preprocessing the body of evidence, scholars try to alter the initial conflicting
evidence to reasonable ones. Distance, divergence measure and correlation coefficient are
important factors. Specifically, the divergence measure is an effective way to calculate the
difference between evidence. For example, based on information volume of mass function, Gao
et al.47 proposed a generalized divergence to measure conflict between bodies of evidence.
Wang et al.43 proposed a new divergence measure to reflect the correlation of different kinds of
subsets by taking into account the belief measure and plausibility measure of mass function. In
addition, Chen and Cai48 defined the modified Renyi‐Belief divergence that integrates the
characteristics of mass functions and can handle conflict by measuring the differences between
mass functions. Xie et al.49 improved multisensor fusion approach based on the cloud model
and the belief Jensen‐Shannon divergence. Moreover, Zhao et al.50 measured divergence degree
of basic probability assignment based on harmonic mean of Deng relative entropy. Recently,
Gao and Xiao proposed a RBχ2 divergence to do conflict management. However, it is founded
that RBχ2 has the limitation in considering the correlationship between BPAs. So, to consider
the correlationship among evidence, a novel SEBχ2 divergence for multisource information
fusion is proposed in this paper.

3 | PRELIMINARIES

This section briefly presents the fundamental concepts of D‐S evidence theory and divergence
measures of the classical Bχ2.

3.1 | D‐S evidence theory

D‐S evidence theory is a generalization of typical probability theory,30 which has a better
performance in multisource information fusion with weaker conditional reasoning system.

Definition 1 (Framework of discernment). Let Θ be a set consisting of mutually
exclusive and collectively exhaustive events,

e e eΘ = { , , …, },n1 2 (1)

which indicates the discernment. Then, with Equation (1), its power set 2Θ can be defined
as follows:

 e e e e e e e2 = { , { }, …, { }, { , }, …, { , , …, }, …, Θ},n h
Θ

1 1 2 1 2 (2)

where  indicates the empty set. Also, Song and Deng51 proposed an entropic
explanation of power set recently.

Definition 2 (Mass function). Based on the frame of discernment Θ, m as a belief
function, also known as BPA, is a mapping from 2Θ to [0, 1]. And with Equation (2), it can
be defined as
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m : 2 [0, 1].Θ (3)

It also abides the rule of



 m A m( ) = 1 and ( ) = 0.
A 2Θ

(4)

If m A( ) > 0, A is a focal element.

As BPAs are able to model uncertainty, mass function has been thoroughly studied and
derived, such as information volume of mass function,52 complex evidential quantum
dynamical model,53 and so on.54

Definition 3 (Dempster's rule of combination). Let m1 andm2 be two BPAs. Dempster's
combination rule is described in the form m m m= 1 2:

 










m A k
m B m C A

A

( ) =

1

1 −
( ) ( ), ,

0, = ,
B C A=

1 2
(5)

and

 
k m B m C= ( ) ( ),

B C=

1 2 (6)

where B and C are focal elements. Besides, k is regarded as a coefficient to represent the
degree of conflict betweenm1 andm2. Note that  k0 < 1 and the conflict becomes more
obvious as k approaches one.

3.2 | Belief divergence measures

It remains an open issue for conflict management in the field of D‐S evidence theory‐based
multisource information fusion. Some scholars improved the fusion model, while others
did data processing before fusion. Here, this study focuses on the approach of
preprocessing the body of evidence by utilizing divergence measure to calculate the
discrepancy or degree of conflict among evidence, as divergence measure is widely used in
decision‐making.55,56

Definition 4 Bχ( 2 divergence). Let m1 and m2 be two independent BPAs. Then the Bχ2

divergence between m1 and m2 can be defined as







 


 


 





Bχ m m χ m

m m
χ m

m m
( , ) =

1

2
,

+

2
+ ,

+

2
.2

1 2
2

1
1 2 2

2
1 2

(7)
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χ A B( , ) = i
n a b

b
2

=1
( − )i i

i

2

, where A and B be two probability distributions with  a =i
n

i

 b = 1.i
n

i The a and b are the elements of A and B, respectively.

Note that the χ2 divergence is unsymmetric and nonnegative. Then Gao and Xiao made
an improvement and Bχ2 divergence44 is proposed. The Bχ2 divergence has the following
properties:

• Bχ m m( , )2
1 2 is always symmetric.

• Bχ m m( , )2
1 2 is bounded such that  Bχ m m0 ( , ) 12

1 2 .
• Bχ m m( , ) = 02

1 2 if and only if m m=1 2.

4 | AN ENHANCED Bχ 2 DIVERGENCE MEASURE
IN D ‐S EVIDENCE THEORY

This section starts by analyzing the correlation between BPAs. Next, a novel divergence
measure named EBχ2 is devised. Then, the properties of EBχ2 divergence are proved. Last,
numerical examples are given to show the performance of EBχ2 divergence.

4.1 | Correlation between the evidence

Based on Equation (7), the conflict degree between two BPAs can be measured to some extent.
Nevertheless, there is a problem that Bχ2 divergence lacks the correlation between BPAs. Here,
an example is given to show this problem.

Example 1. With Equations (3) and (4), consider that three BPAs, m1, m2, and m3, are
based on the frame of discernment N N N NΘ = { , , , …, }1 2 3 8 :

m m N N N m N

m m N N N m N

m m N N N N N

: ({ , , }) = 0.65, ({ }) = 0.35;

: ({ , , }) = 0.65, ({ }) = 0.35;

: ({ , , , , }) = 1.

1 1 2 3 4 1 7

2 2 6 7 8 2 7

3 3 1 2 3 4 5

Obviously, m1 and m3 have the same element of N N N{ , , }2 3 4 , while m2 does not. So, the set
N N N{ , , }2 3 4 ofm1 is much closer to the set N N N N N{ , , , , }1 2 3 4 5 ofm3 than the set N N N{ , , }6 7 8 ofm2

is. Hence, let ϱ be a function to measure the divergences between m1, m2 and m3, respectively.
Then the result is supposed to be

m m m mϱ( , ) < ϱ( , ).1 3 2 3

However, the following result is obtained based on Bχ2 divergence:

Bχ m m Bχ m m( , ) = ( , ) = 1.2
1 3

2
2 3

So, it is significant to devise a measure that considers the correlation between the sets of
BPAs, which means a more reasonable divergence measure should include both singleton sets
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and multielement sets. With this conjecture, the correlation coefficient is taken into account in
the following part.

4.2 | An enhanced belief χ 2 divergence measure

In this section, χ2 divergence and correlation coefficient are taken into account to obtain EBχ2

divergence. Then SEBχ2 divergence measure is proposed based on EBχ2 divergence.

Definition 5 EBχ( 2 divergence). Let m1 and m2 be two BPAs based on the frame of
discernment Θ, which includes n collectively exhaustive and mutually exclusive events.
Then, EBχ2 divergence is defined by















D m m

m θ

m θ
m θ

m θ

m θ
m θ( , ) =

( )

( )
− ( ) Ψ

( )

( )
− ( ) ,EBχ 1 2

1

2

2
′ 1

2

22 (8)

with θ Θ, and


  
 

 
 F FΨ( , ) =

2 − 1

2 − 1

2 − 1

2 − 1
,i j

F F

F

F F

F

i j

i

i j

j
(9)

where Ψ is the correlation coefficient;57 Fi and Fj are the hypotheses of m1 and
m i j( , = 1, 2, …, 2 )n
2

−1 ;  Fi indicates the cardinality of Fi.

In Equation (9), if two sets are totally different,  F F = 0i j and F FΨ( , ) = 0i j . On the
contrary, if F F=i j,      F F F F= =i j i j and F FΨ( , ) = 1i j . In this case, note that the correlation
measure between two BPAs lies in their intersection.

Definition 6 (Symmetric enhanced belief divergence measure). Let Θ be the frame of
discernment. And let m1 and m2 be two BPAs. Based on Equation (8), the symmetric
enhanced belief χ2 divergence measure SEBχ2 can be defined as







 


 


 





D m m D m

m m
D m

m m
( , ) =

1

2
,

+

2
+ ,

+

2
.SEBχ EBχ EBχ1 2 1

1 2
2

1 2
2 2 2 (10)

The SEBχ2 divergence is a generalized divergence that addresses the problem of ignoring
correlation between sets. Moreover, the SEBχ2 has desirable properties which are analyzed as
follows.

4.3 | Properties of SEBχ 2 divergence measure

Properties: Given m m,1 2 and m3 as three BPAs on frame of discernment Θ. Then, three
properties of SEBχ2 are shown as follows.

• Nonnegativeness: D m m( , ) 0SEBχ 1 22 .
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• Nondegeneracy: D m m( , ) = 0SEBχ 1 22 if and only if m m=1 2.
• Symmetry: D m m D m m( , ) = ( , )SEBχ SEBχ1 2 2 12 2 .

Proof 1. Consider two BPAs m1 and m2. From


  
 

 
 F FΨ( , ) =

2 − 1

2 − 1

2 − 1

2 − 1
,i j

F F

F

F F

F

i j

i

i j

j

know that 2 − 1 0n , then F FΨ( , ) 0i j . So, the result can be got
















D m m

m θ

m θ
m θ

m θ

m θ
m θ( , ) =

( )

( )
− ( ) Ψ

( )

( )
− ( ) 0.EBχ 1 2

1

2

2
′ 1

2

22

Therefore, SEBχ2 divergence is proved to be nonnegative with D m m( , ) 0SEBχ 1 22 . □

Proof 2. Consider two BPAs m1 and m2 with m m=1 2. From


  
 

 
 F FΨ( , ) =

2 − 1

2 − 1

2 − 1

2 − 1
,i j

F F

F

F F

F

i j

i

i j

j

note that F F=i j as only whenm1 andm2 have the same sets. Hence,      F F F F= =i j i j

and F FΨ( , ) = 1i j can be obtained with two identical belief functions. In this case, SEBχ2

can be represented as















D m m

m θ

m θ
m θ

m θ

m θ
m θ( , ) =

( )

( )
− ( ) ′

( )

( )
− ( ) .EBχ 1 2

1

2

2
1

2

22

So, D m m( , ) = 0EBχ 1 22 is possible only ifm m=1 2. Therefore, the SEBχ2 is proved to be
nondegenerate. □

Proof 3. Consider D m m( , )SEBχ 1 22 :







 


 


 





D m m D m

m m
D m

m m
( , ) =

1

2
,

+

2
+ ,

+

2
.SEBχ EBχ EBχ1 2 1

1 2
2

1 2
2 2 2

Next, consider D m m( , )SEBχ 2 12 :







 


 


 





D m m D m

m m
D m

m m
( , ) =

1

2
,

+

2
+ ,

+

2
.SEBχ EBχ EBχ2 1 2

2 1
1

2 1
2 2 2

So, D m m D m m( , ) = ( , )SEBχ SEBχ1 2 2 12 2 with the equation ofm m m m+ = +1 2 2 1. Hence,
the property of symmetric is proven. □
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4.4 | Performance of the proposed SEBχ 2 divergence measure

By means of several examples, the performance of SEBχ2 divergence measure is illustrated in
this section.

Let us back to Example 1. There are some limitations in certain cases with Bχ2 divergence
measure, as it overlooks the correlation between BPAs. Nevertheless, the following result will
be get based on SEBχ2 divergence measure in Example 1:

D m m

D m m

( , ) = 0.9;

( , ) = 1.0.

SEBχ

SEBχ

1 3

2 3

2

2

It shows that D m m D m m( , ) < ( , )SEBχ SEBχ1 3 2 32 2 , which is in line with the intuition.

Example 2. Consider that two BPAs,m1 andm2, are based on the frame of discernment
A B C D EΘ = { , , , , }:

m m A m B m C

m D m E

m m A m B m C

m D m E

: ({ }) = 0.55, ({ }) = 0.15, ({ }) = 0.10,

({ }) = 0.10, ({ }) = 0.10;

: ({ }) = 0.55, ({ }) = 0.15, ({ }) = 0.10,

({ }) = 0.10, ({ }) = 0.10.

1 1 1 1

1 1

2 2 2 2

2 2

Specially,m1 andm2 are the same and both of them consists only singleton sets. Based on
SEBχ2 divergence, the result can be got

D m m( , ) = 0,SEBχ 1 22

which illustrates that SEBχ2 divergence is measured to zero under the case of same
singleton sets.

Example 3. Consider that two BPAs,m1 andm2, are based on the frame of discernment
A B C D EΘ = { , , , , }:

m m A m B m C

m D m A B C D E

m m A m B m C

m D m A B C D E

: ({ }) = 0.55, ({ }) = 0.15, ({ }) = 0.10,

({ }) = 0.10, ({ , , , , }) = 0.10;

: ({ }) = 0.55, ({ }) = 0.15, ({ }) = 0.10,

({ }) = 0.10, ({ , , , , }) = 0.10.

1 1 1 1

1 1

2 2 2 2

2 2

Specially,m1 andm2 are the same and both of them consists singleton and multielement
sets. Comparing with Example 2, the hypotheses of Example 3 include multielement sets.

Based on the SEBχ2 divergence, the result can be got

D m m( , ) = 0,SEBχ 1 22

which illustrates that whether hypotheses consist of singleton sets or multielement sets,
the SEBχ2 divergence measure is equal to 0 as long as two belief functions have the same
element. In this case, the property of nondegeneracy is verified.
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Example 4. Consider that two BPAs,m1 andm2, are based on the frame of discernment
A B C D EΘ = { , , , , }:

m m A m B m C

m D m A B C D E

m m A m B m C

m D m A B C D E

: ({ }) = 0.55, ({ }) = 0.15, ({ }) = 0.10,

({ }) = 0.10, ({ , , , , }) = 0.10;

: ({ }) = 0.60, ({ }) = 0.10, ({ }) = 0.10,

({ }) = 0.10, ({ , , , , }) = 0.10.

1 1 1 1

1 1

2 2 2 2

2 2

This example shows that m1 and m2 are different. Specially, the divergence lies
in the values of sets A{ } and B{ }. In this case, the divergence of m1 and m2 can be
calculated as

D m m( , ) = 0.2368.SEBχ 1 22

For the same step, the divergence of m2 and m1 can be calculated as

D m m( , ) = 0.2368.SEBχ 2 12

Therefore, the following result can be got:

D m m D m m( , ) = ( , ),SEBχ SEBχ1 2 2 12 2

which proves the property of symmetry.

Example 5. Consider two BPAs, m1 and m2. Besides, the belief value of m A B C({ , , })1

constant spacing changes in the range of [0.05, 0.95] as the coefficient φ. And a variable
set Δt, is defined in both m1 and m2. It is shown in Table 1.

TABLE 1 Variable set Δt .

t Δt

1 {A}

2 {A B, }

3 {A B C, , }

4 {A B C D, , , }

5 {A B C D E, , , , }

6 {A B C D E F, , , , , }

7 {A B C D E F G, , , , , , }

8 {A B C D E F G H, , , , , , , }

9 {A B C D E F G H I, , , , , , , , }

10 {A B C D E F G H I J, , , , , , , , , }
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m m A B C φ m φ

m m A B C m

: ({ , , }) = , ({Δ }) = 1 − ;

: ({ , , }) = 0.85, ({Δ }) = 0.15.

t

t

1 1 1

2 2 2

The behavior of SEBχ2 divergence measure is represented in Figure 1.
Specially in Figure 1C, with φ is fixed, note that there is a slight decline of SEBχ2 divergence

measure when t increases from 1 to 3. Because with the addition of element B andC, two BPAs
have more elements of intersection. Then, with the increase of t , the SEBχ2 divergence reaches
the top and even surpasses the divergence value when t = 1. Figure 1C illustrates the
significance of considering the intersection between subsets.

As shown in Figure 1B, m2 gets closer to m1 with φ increasing from 0.05 to 0.85 when t is
fixed, as their same sets have higher value, which means the difference between two BPAs is
smaller. Especially, when φ equals to 0.85, the SEBχ2 divergence measure equals to zero
regardless the change of t .

FIGURE 1 Behavior of the SEBχ2 divergence in Example 5. (A) Result for the SEBχ2 divergence measure,
(B) variation of ϕ and At , (C) variation of the SEBχ2 divergence measure with varying At , and (D) variation of
the SEBχ2 divergence measure with varying ϕ. [Color figure can be viewed at wileyonlinelibrary.com]
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4.5 | Comparative analysis of the Bχ 2 and SEBχ 2 divergence

In this section, to compare Bχ2 and SEBχ2, an example is put forward.

Example 6. Consider that two BPAs,m1 andm2, are based on the frame of discernment
Θ. Besides, the set of m1 constant spacing changes in the rule of Δt defined in Table 1.

m m m D E F m H m

m m A B C D E

: (Θ) = 0.1, ({ , , }) = 0.05, ({ }) = 0.05, (Δ ) = 0.8,

: ({ , , , , }) = 1.
t1 1 1 1 1

2 2

Figure 2 shows that the SEBχ2 divergence can well distinguish the discrepancy between BPAs.
Specifically, as t increases from 1 to 5, SEBχ2 divergence measure tends to decrease. However,
Bχ2 divergence measure stays constant, as t increases from 1 to 4. In addition, as t increases from 5
to 10, SEBχ2 divergence measure tends to increase, while Bχ2 divergence measure stays constant
from 6 to 9. Note that the Bχ2 is equal to 1 except only at t = 5 and 10. Based on this example, it is
obvious that SEBχ2 has better performance than Bχ2 in divergence measure as SEBχ2 divergence
considers the correlationship between two BPAs.

5 | SEBχ 2 DIVERGENCE ‐BASED MULTISOURCE
INFORMATION FUSION

The SEBχ2 divergence measure is proposed to deal with the multisource information fusion with
high‐conflicting evidence. Based on SEBχ2 divergence measure, the procedure can be divided into
following steps. First, the conflict measure of evidence can be acquired by means of SEBχ2 divergence
measure. Then, the support degree can be got by average divergence. Next, the weight of each
BPA is obtained based on support degree. Finally, the average weighted evidence is got and
fused with Dempster's rule. To show the process more intuitively, a flow chart is put forward in
Figure 3.

FIGURE 2 Comparison of the Bχ2 and SEBχ2 divergence. [Color figure can be viewed at wileyonlinelibrary.com]
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FIGURE 3 Flowchart of the SEBχ2 divergence‐based multisource information fusion. [Color figure can be
viewed at wileyonlinelibrary.com]

Step 1. Suppose that there are p BPAsmi i p( = 1, 2, 3, …, ). Then, the matrix DM of SEBχ2

divergence measure can be constructed as

⋮ ⋮ ⋮ ⋮ ⋮

⋮ ⋮ ⋮ ⋮ ⋮













DM

SEBχ SEBχ

SEBχ SEBχ

SEBχ SEBχ

=

0 … …

… 0 …

… … 0

.

i p

i ip

p pi

1
2

1
2

1
2 2

1
2 2

(11)

Step 2. The average SEBχ2 divergence Ave m( )i of mi can obtained as

 


Ave m
SEBχ

p
j p( ) =

− 1
, 1 .i

j i j
p

ij=1,
2

(12)

Know that the diagonal element is equal to zero, as the D m m( , ) = 0SEBχ i i2 .
Step 3. The support degree sup for mi can be calculated as

sup m e( ) = .i
Ave m− ( )i (13)

Step 4. The weight ω m( )i for each evidence can be calculated as

ω m
sup m

sup m
( ) =

( )

( )
.i

i

i
p

i=1
(14)
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Step 5. The average weighted average evidence m E¯ ( ) can be calculated as

 m E ω m m E E¯ ( ) = ( ) ( ), Θ.
i

p

i i

=1
(15)

Step 6. The average weighted evidence m̄ is fused p − 1 times by using Dempster's rule of
combination with Equations (5) and (6):

⋯ m m m m( ¯ ) = ¯ ¯ ¯ ,F (16)

where m( ¯ )F are the combination results.
Step 7. Compare combination results in m( ¯ )F and select the target with the maximum focal

element value.
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Here, Algorithm 1 shows the pseudocode of the SEBχ2 divergence‐based multisource
information fusion algorithm.

6 | APPLICATION

Information fusion is widely used in data classification to identify the category that
best fits.58,59 Here, an application of flower‐classification is put forward to demonstrate the
effectiveness of the algorithm of SEBχ2 divergence‐based multisource information fusion in
following discussion.

6.1 | Application background

As for the data, Iris data sets that comes from UCI repository of the machine learning databases
are chosen. In this data sets, note that they consist of Setosa (S), Versicolour (E), and Virginica
(V) categories with 50 instances per class. Four attributes contribute to the Iris plants, denoted
as petal length (pl), petal width (pw), sepal length (sl), and sepal width (sw).

6.2 | Data analysis based on Gaussian distribution

Note that the original data sets are just made up of feature data. So, the belief functions are
calculated through following steps by Gaussian distribution.60

Step 1: Select training samples and test samples.
Here, 60% samples are randomly selected from the categories of S, E, and V of Iris data set,

respectively, as training samples. These samples are used to build the Gaussian model on each
attribute. In addition, the remaining 40% samples in each category are taken as test samples to
calculate belief functions.

Step 2: Gauss model on each attribute is constructed.
Let X be the range of eigenvalues of a category on an attribute. The Gaussian membership

function on each attribute can be defined as follows:

 μ x X x X( ) : [0, 1], . (17)

In following part, we show the step of μ x( ).
For category i and attribute j, the mean X̄ij and standard deviation σij of samples are

calculated separately. Then we get:












μ x exp

x X

σ
( ) = −

( − ¯ )

2
.i

j ij

ij

2

2 (18)

In this case, based on Equations (17) and (18), the X̄ and σ of each category and attribute
can be calculated in Table 2.

Then, Gauss model can be drawn out in Figure 4.
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TABLE 2 The mean and standard of Setosa, Versicolour, and Virginica with each attribute.

S sl sw pl pw

X 5.057 3.467 1.457 0.233

σ 0.382 0.370 0.178 0.101

E sl sw pl pw

X 5.870 2.770 4.213 1.317

σ 0.444 0.301 0.410 0.205

V sl sw pl pw

X 6.597 3.017 5.573 2.093

σ 0.583 0.238 0.528 0.279

(A) (B)

(C) (D)

FIGURE 4 Gauss model of four attributes in three categories. (A) The membership with attribute sl, (B) the
membership with attribute sw, (C) the membership with attribute pl, and (D) the membership with attribute
pw. [Color figure can be viewed at wileyonlinelibrary.com]
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Step 3: Match the sample sets with Gauss model. Suppose that there is a test sample as
(5.1, 3.3, 1.7, 0.5). The belief functions of four attribute can be calculated by using generalized
fuzzy numbers:

m m S m S E m S E V

m m V m S V m S E V

m m S m S E V

m m S m S E V

: ( ) = 0.7382, ( , ) = 0.1905, ( , , ) = 0.0713;

: ( ) = 0.5034, ( , ) = 0.3264, ( , , ) = 0.1701;

: ( ) = 0.9882, ( , , ) = 0.0117;

: ( ) = 0.9944, ( , , ) = 0.0055.

sl sl sl sl

sw sw sw sw

pl pl pl

pw pw pw

Thus, we get four belief functions, namely, msl, msw, mpl, mpw.

6.3 | Implementation of the proposed method

In this section, the data before will be processed by using SEBχ2 divergence‐based multisource
information fusion.

Step 1. The SEBχ2 divergence measure matrix DM can be constructed as












DM =

0 0.9877 0.3743 0.3897
0.9877 0 0.9998 1
0.3743 0.9998 0 0.0331
0.3897 1 0.0331 0

.

Step 2. The average divergence Ave m( )i of mi can obtained as

Ave m

Ave m

Ave m

Ave m

( ) = 0.5839,

( ) = 0.9982,

( ) = 0.4691,

( ) = 0.4767.

1

2

3

4

Step 3. The support degree sup for mi can be calculated as

sup m

sup m

sup m

sup m

( ) = 0.5577,

( ) = 0.3685,

( ) = 0.6256,

( ) = 0.6208.

1

2

3

4

Step 4. The weight ω m( )i for each evidence can be calculated as

ω m

ω m

ω m

ω m

( ) = 0.2567,

( ) = 0.1696,

( ) = 0.2879,

( ) = 0.2858.

1

2

3

4
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Step 5. The average weighted evidence m̄ can be calculated as

m S

m V

m S V

m S E

m S E V

¯ ( ) = 0.7582,

¯ ( ) = 0.0854,

¯ ( , ) = 0.0554,

¯ ( , ) = 0.0489,

¯ ( , , ) = 0.0521.

Step 6. The average weighted evidence m̄ is fused three times by using Dempster's rule of
combination. And the results are presented as follows:

m S

m V

m S V

m S E

m S E V

( ¯ ( )) = 0.9979,

( ¯ ( )) = 0.0018,

( ¯ ( , )) = 0.0002,

( ¯ ( , )) = 0.0001,

( ¯ ( , , )) = 0.0000.

F

F

F

F

F

Step 7. From data above, we note that the accuracy of S reaches 99.79%, with this sample is
selected from S, which means a correct forecast is produced.

6.4 | Comparison

Several classical and recent works are used in a pattern classification problem to make comparisons.
Table 3 and Figure 5 show the pattern classification accuracy. From Table 3, the overall

accuracy based on SEBχ2 divergence measure reaches the value of 0.9439, which surpasses
other methods we refer to.

From Figure 5A–C, we note that the main pattern classification accuracy influence factor is
in the category of E and V. Table 3 shows those methods, except RBχ2 divergence measure‐
based fusion method,44 perform well. Though there are accuracy losses in both categories E and
V, it is obvious that the method with SEBχ2 divergence measure gets above average values in all
categories. Compared with other methods that mentioned, SEBχ2 divergence measure‐based
fusion method achieves higher accuracy in E as 0.9394. Besides, compared with Deng et al.'s
method61 and Pan and Deng's method,57SEBχ2 divergence measure‐based fusion method
achieves higher accuracy in V as 0.8930.

TABLE 3 The pattern classification accuracy of different methods.

Dempster30 Deng61 Murphy62 RBχ 2 44 Pan and Deng57 SEBχ 2

Overall 0.9207 0.9380 0.9378 0.8342 0.9422 0.9439

S 1.0000 1.0000 1.0000 0.9260 1.0000 0.9993

E 0.8400 0.9362 0.9106 0.7815 0.9348 0.9394

V 0.9200 0.8867 0.9060 0.7945 0.8919 0.8930

Note: The bold values illustrate the highest pattern classification accuracy on each data category and overall data based on
different methods.
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Hence, the above results illustrate the superiority of the algorithm of SEBχ2 divergence‐
based multisource information fusion in pattern classification problems. It can not only surpass
well‐known works (e.g., Dempster's,30 Deng et al'.s61 and Murphy's method62), but also have
superior results compared with recent related works (e.g., RBχ2 divergence measure‐based
fusion method44 and Pan and Deng's method57). SEBχ2 divergence further reflects the crucial
role of correlationship between BPAs.

6.5 | Sensitivity analysis

In this section, an experiment based on the pattern classification problem above is carried out
for the sensitivity analysis. This experiment is rendered to compare the robustness with those
well‐known works. At the beginning of experiment, we randomize the initial data of Iris to get
test data sets of 100 times. Then, we use Dempster's method,30 Deng et al.'s method,61 Murphy's
method,62 RBχ2 divergence measure‐based fusion method,44 Pan and Deng's method57 and the
proposed method to fusion the BPAs.

In Figure 6D, through the overall pattern classification accuracy, we note that the proposed
method performs better than Dempster's method,30 Deng et al.'s method,61 Murphy's method,62

Pan and Deng's method57 and RBχ2 divergence measure‐based fusion method44 as SEBχ2

divergence measure‐based fusion method gets highest accuracy degree most of the time.
Meanwhile, SEBχ2 divergence measure shows less volatile while its overall pattern
classification accuracy floats among 90% to 95% in the experiment.

FIGURE 5 The pattern classification accuracy on each data category and overall data. (A) The accuracy on
Setosa, (B) the accuracy on Versicolour, (C) the accuracy on Virginica, and (D) the accuracy on overall. [Color
figure can be viewed at wileyonlinelibrary.com]
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(A)

(B)

(C)

(D)

FIGURE 6 Result for the pattern classification accuracy by five existing multisource information fusion
methods across 100 experiment times with Iris data. (A) The pattern classification accuracy of Setosa, (B) the
pattern classification accuracy of Versicolour, (C) the pattern classification accuracy of Virginica, and (D) overall
pattern classification accuracy. [Color figure can be viewed at wileyonlinelibrary.com]
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In Figure 6A–C, they demonstrate the sensitivity through different categories. As shown in
Figure 6A, we note that only Dempster's method30 cannot reach the accuracy of 100% in the
category of Setosa. From Figure 6B,C, although all the methods mentioned have fluctuation,
the SEBχ2 divergence measure‐based fusion method has a high degree of accuracy on most test
sets.

In conclusion, the SEBχ2 divergence measure‐based multisource information fusion
outperforms Dempster's,30 Murphy's,62 Deng et al.'s,61 Pan and Deng's method57 and RBχ2

divergence measure‐based fusion method44 in the problem of pattern classification.

6.6 | Discussion

This paper proposes a novel SEBχ2 divergence measure. It firstly considers the features of BPAs as
the influence of both single‐element subset and multielement subsets is taken into consideration
with Bχ2 divergence measure. In this case, the research fills the gap that some classical well‐known
works neglect the correlationship with divergence between BPAs. At the same time, SEBχ2

divergence measure‐based fusion algorithm gives a well‐performed approach in the field of dealing
with D‐S theory‐based uncertainty multisource information fusion problem.

From the application of pattern classification, it shows that SEBχ2 divergence measure leads
to considerable results. Compared with classical well‐known works (e.g., Dempster's method,30

Deng et al's method61 and Murphy's method62), SEBχ2 divergence measure‐based information
fusion illustrates the effectiveness in classification as it not only has high accuracy in
classification but also good stability in sensitivity analysis. The effectiveness benefits from
adequate consideration of the correlationship between BPAs in divergence measure. Consider
recent related works (e.g., Pan and Deng's method57 and RBχ2 divergence measure‐based fusion
method44), SEBχ2 divergence measure‐based information fusion shows its superiority.
Compared with RBχ2, SEBχ2 demonstrates that in the same basic framework of divergence,
considering correlationship between BPAs can calculate the degree of divergence more
valuable with higher result accurate. Besides, both Pan and Deng's method57 and SEBχ2 take
into account correlation between evidence. In addition, both of them have high accuracy in
classification, which means that the outcomes of our proposed method are in line with recent
works. In this case, an effective improvement in divergence is derived in this paper.

From the information above, compared with classical well‐known works and recent related
works, SEBχ2 divergence measure has the superiority for managing conflict evidence, as the
correlationship between evidence in Bχ2 divergence is taken into consideration. Based on
several examples and application for pattern classification, the performance of the proposed
method is verified.

7 | CONCLUSION

This study shed new light on a novel symmetric enhanced belief χ2 divergence measure, named
SEBχ2. Besides, some important properties of SEBχ2 divergence measure were proved, such as
nonnegativeness, nondegeneracy and symmetry, which benefit to conflict measurement in
evidence theory. Then main innovation point was that the correlation between the sets of belief
functions were taken into consideration and be applied into classical Bχ2 divergence. Also, the
superiority and effectiveness of SEBχ2 divergence measure‐based multisource information
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fusion was demonstrated with its highest accuracy rate. In summary, the SEBχ2 divergence
measure provided an effective way in discrepancy distinguishing between BPAs. Moreover, this
study provided a novel and well‐performed solution to deal with the multisource information
fusion problems. In future studies, the time consumption of the proposed method should be
taken into account, and apply it to more complex and uncertain environments.
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